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Abstract. Existing depth recovery methods for commodity RGB-D sen-
sors primarily rely on low-level information for repairing the measured
depth estimates. However, as the distance of the scene from the camera
increases, the recovered depth estimates become increasingly unreliable.
The human face is often a primary subject in the captured RGB-D data
in applications such as the video conference. In this paper we propose
to incorporate face priors extracted from a general sparse 3D face model
into the depth recovery process. In particular, we propose a joint opti-
mization framework that consists of two main steps: deforming the face
model for better alignment and applying face priors for improved depth
recovery. The two main steps are iteratively and alternatively operated
so as to help each other. Evaluations on benchmark datasets demonstrate
that the proposed method with face priors significantly outperforms the
baseline method that does not use face priors, with up to 15.1% improve-
ment in depth recovery quality and up to 22.3% in registration accuracy.

1 Introduction

Commodity RGB-D sensors such as Microsoft Kinect [1] have received significant
attention in the recent years due to their low cost and the ability to capture syn-
chronized color images and depth maps in real time. They have been successfully
used in many applications such as game or 3D teleconferencing [2–4]. However,
the depth measurements provided by commodity RGB-D sensors are far from
perfect and often contain severe artifacts such as noise and holes. In order to
combat these artifacts, several methods [5–10] have been proposed to recover
the depth from commodity RGB-D sensors. The common idea of these methods
is to make use of spatial consistency in the depth map, temporal consistency or
the guidance from the aligned color image.

RGB-D sensors are often used in human-related applications such as tele-
conference, where the human face is the common focus of attention. Modeling
the human face is also central to other application such as face detection, face
recognition, and face tracking [11, 12]. Accurate face reconstruction critically
depends on the quality of the measured depth and texture data. In the case of
face modeling, the space of 3D face shapes is highly restrictive and can serve as
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an important guidance to improve the depth reconstruction. To the best of our
knowledge, we are not aware of any existing work that utilizes face priors (or
in general high-level semantic prior) in the depth recovery process. Incorporat-
ing a face prior can play significant role for depth recovery, especially at large
camera-object distance. This is because the depth quality rapidly deteriorates
as the face-camera distance increases, which makes the depth-based face recon-
struction challenging. Using face priors could therefore extend the domain of the
depth-based face reconstruction and analysis beyond the current limited camera
ranges.

In this work, we propose to incorporate a general sparse 3D face model for
depth recovery. However, it is non-trivial to derive effective face prior informa-
tion for depth recovery from the sparse 3D model. Several important challenges
arise in this context. On one hand, the 3D model needs to be deformed to align it
with the input RGB-D data. Nevertheless, accurate alignment is hard to achieve
due to the heterogeneous, quantized noise in the input data. On the other hand,
if the alignment is not accurate, the extracted face priors might provide wrong
guidance to the depth recovery. In addition, the 3D model is often sparse to sup-
port tractable computation, while the depth recovery requires a dense guidance.
To address all these issues, we propose a joint optimization framework to itera-
tively and alternatively refine the depth and the face alignment that will, while
reinforcing each other, lead to improved depth recovery and model registration.
Extensive results show that our method with face priors clearly outperforms the
baseline method that does not utilize face priors.

The rest of this paper is organized as follows. Section 2 presents the existing
works related to the proposed method, including the depth recovery framework
and the 3D face model used in this paper. Section 3 describes the technical details
of the proposed method. Finally, Section 4 shows the experimental results and
Section 5 concludes this paper.

2 Background

In this section we present a baseline model for depth recovery based on a global
energy minimization framework and also discuss a sparse 3D deformable shape
prior model. These models form the basis of our joint sparse prior-guided depth
recovery framework, which will be discussed in Section 3.

2.1 Depth recovery framework

For depth recovery, several global approaches based on convex optimizations [7,
9] have been proposed in recent years, which achieve improved recovery accuracy
compared to the local approaches based on filtering techniques [13–15, 5]. In this
paper, we use a simplified version of the depth recovery framework proposed
by Chen et al. [9] as the baseline method due to its general form and practical
effectiveness.
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In [9], depth recovery is formulated as an energy minimization problem. Given
a color image I and its corresponding (noisy) depth map Z, the depth map is
recovered by solving

min
U

λEd(U,Z) + Er(U), (1)

where U is the recovered depth map, λ is the trade-off parameter, Ed is the
data term, and Er is the regularization term. Both Ed and Er are quadratic
functions. In particular, the data term is defined as

Ed(U,Z) =
1

2

∑
i∈Ωd

ωi (U(i)− Z(i))
2
, (2)

and the regularization term is defined as

Er(U) =
1

2

∑
i∈Ωs

∑
j∈Ωi

αij(U(i)− U(j))2, (3)

where i stands for pixel index (e.g., i = (ix, iy)), Ωd is the set of pixels with valid
depth measurements, Ωs is the set of pixels with sufficient surroundings, and Ωi

is the set of neighboring pixels of pixel i. To be consistent with the empirical ac-
curacy model of Kinect depth measurements [16], the distance-dependent weight
ωi is defined as

ωi =

{(
Zmax−Z(i)
Zmax−Zmin

)2

Z(i) ∈ [Zmin, Zmax],

0, otherwise
(4)

where Zmin = 500 mm and Zmax = 5000 mm are the minimum and maximum
reliable working distances for Kinect [1]. The weight αij is designed according
to the color and depth similarities between pixel i and pixel j (please refer to [9]
for details).

The effectiveness of this framework stems, in part, from the convexity of
Eq. (1), implied by the specific forms of Eq. (2) and Eq. (3). This additive
energy formulation also makes it possible to include additional terms dependent
on the prior 3D shape prior.

2.2 Face Shape Model and Its Deformation

Statistical models such as Active Shape Models (ASMs) [17] and Active Appear-
ance Models (AAMs) [18, 19] have become a common and effective approach to
face modeling for the purpose of face pose, shape or deformation estimation and
tracking. These methods were originally designed to work with monocular color
image input, and there have been efforts to incorporate the depth data into these
techniques, such as the work in [20] where the authors utilized the depth frame
as an additional texture to the traditional color texture in their ASM framework.
In [21], the author extend the AAM framework by fitting the 3D shape to the
point cloud using the Iterative Closest Point (ICP) procedure separately after
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each AAM optimization iteration. The biggest disadvantage of these methods is
the fact that their performance depends heavily on the data which they learn
the statistical models from.

Another approach for face modeling is to use 3D deformable models as in
[22–27]. In these works, the 3D face model is controlled by a set of static shape
deformation units (SUs) and action deformation units (AUs). SUs represent the
face biometry of an individual, whereas facial expressions are modeled by action
units, which are person-independent.

One such model is Candide-3, a generic wireframe model (WFM) developed
by J. Ahlberg [28]. The Candide-3 WFM is a sparse model, consisting of 113
vertices and 184 triangles constructed from these vertices that define its surface,
as shown in Fig. 2 (a). Every vertex p(k) ∈ ℜ3, k ∈ Ωp (e.g., Ωp = {1, . . . , 113}),
of the 3D shape model is formed according to a low-dimensional subspace model:

p(k) = p0(k) + S(k)σ +A(k)α, (5)

where p0(k) are the base coordinates of the vertex (corresponding to a reference
neutral expression face), S ∈ Re3×KS and A ∈ Re3×KA are, respectively, the
shape and action deformation bases (matrices) associated with the vertex. σ ∈
ℜKS is the vector of shape deformation parameters and α ∈ ℜKA is the vector
for action deformation parameters. For the Candide-3 model, KS = 14 and
KA = 7. In this work, without loss of generality, we are only interested in the
static shape deformation under the neutral face expression (α = 0). Thus, the
general transformation of a vertex given global rigid rotation R and translation
t is defined as:

p(k) = R(p0(k) + S(k)σ) + t. (6)

The geometry of the model is therefore determined by the base (average) shape
p0, the models of deformation S, and is parameterized by the (rigid and non-
rigid) deformation vector u = [θx, θy, θz, tx, ty, tz, σ

T ]T , where θx, θy, θz are
three rotation angles of R, tx, ty, tz are three translation values corresponding
to three axes x, y and z. In the rest of this work, for brevity, we will use notation
P to denote all vertices p(k) in a shape P = {p(k), k ∈ Ωp} and will often write
P = P (u) = R(P0 + Sσ) + t to indicate the full deformed 3D shape according
to the model in (6).

A number of other 3D deformable face modeling approaches have refined
this model, e.g., blendshape-based models using an interactive (bilinear) SU/AU
composition [12]. Nevertheless, Candide-3 model has the benefit of being sparse
and simple, yet general enough, thus lowering the computational burden while
still being able to serve as a shape prior in the depth recovery process. For
instance, a similar model was used in Pham et al. [29] who introduced an on-line
tracking framework based on Candide-3, which operates on RGB-D streams.
Their tracker performs acceptably even on low quality input, for examples when
the point cloud is sparse, the texture and/or point cloud is noisy. We therefore
restrict our attention to this spare family of 3D face shape models for our problem
at hand.
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In this work we extend the framework of [29] to include depth refinement in
the initialization pipeline, thus improve the overall performance of both depth
recovery and shape model fitting to a static neutral pose of test subject.

3 Proposed Method

Given a color image I and its corresponding (aligned) noisy depth map Z as
input, our goal is to obtain a good depth map of the face region using the
face priors derived from the general 3D deformable model. The pipeline of the
proposed method is shown in Fig. 1. The first two components in Fig. 1 are

Fig. 1. The pipeline of the proposed method.

pre-processing steps to roughly clean up the depth data and roughly align the
general face model to the input point cloud. The last two components in Fig. 1
are the core of our proposed framework. For component of the guided depth
recovery, we fix the face prior and use it to update the depth, while for the last
component, we fix the depth and update the face prior. The last two components
alternatively and iteratively operate until convergence.

3.1 Energy Model for Depth Recovery with Face Priors

To incorporate the face shape prior into the depth recovery process, we propose
to recover the depth map U by solving the following optimization problem:

min
U,u

Er(U) + λdEd(U) + λfEf (U, u), (7)

where u represents the parameters of the face model defined in Sec. 2.2, Er and
Ed are the regularization term and the data term as shown in Eq. (1), Ef is the
term designed for the face prior (to be defined below), and λd and λf are the
trade-off parameters.

The definition of Ed follows that of [9], defined in Eq. (2). For Er defined in
Eq. (3), we use the weights αij :

αij =
βij∑

j∈Ωi
βij

, (8)

with

− log βij ∝
∥i− j∥2

2l2s
+

∥I(i)− I(j)∥2

2l2I
+

(Z(i)− Z(j))2

2l2z
, (9)
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which are essentially the weights used in joint trilateral filtering [15], with ls, lI ,
and lz the lengthscale constants.

We define the novel face prior Ef term as

Ef (U, u) =
∑
i∈Ωf

ηi (U(i)− Tf (P (u), i))
2
, (10)

where Ωf is the set of pixels with the face prior, and Tf is a function that
transforms the sparse face model P defined through a latent deformation u to a
dense depth map compatible with U . This term is critical to the recovery process
and we will describe it in detail in the next section.

3.2 Shape Prior for Depth Recovery

Considering that the guidance from the sparse vertices of the Candide model
may be too weak to serve as the prior for the full (dense) depth map U , we need
to generate a dense synthetic depth map Y from the aligned face prior P (u)
using an interpolation process. It is possible to define different interpolation
functions according to desired dense surface properties. In computer graphics,
such models may use non-uniform rational basis spline (NURBS) to guarantee
surface smoothness. Here, for the purpose of a shape prior we choose a simple
piece-wise linear interpolation. This process is denoted as

Y = lerp(P (u)). (11)

Fig. 2 shows an example of the generated dense depth map from the sparse shape
P .

(a) Candide (b) P (u) (c) Y (d) ηi

Fig. 2. The synthetic depth map Y and its weights ηi(i ∈ Ωf ). (a) The base shape
of Candide-3 Wireframe Model. (b) The 3D wireframe model P (u) drawn upon the
texture frame. (c) The synthetic depth map Y generated from the 3D wireframe model.
(d) The weights distribution associated with the synthetic dense depth map, where
brighter means a larger weight.

To mitigate the effects of the piece-wise flat dense patches due to the linear in-
terpolation, we introduce a weighting scheme defined through weights ηi in (10).
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In particular, for each pixel Y (i), we use a normalized weight that is adaptive
to the pixel’s distances from the neighboring vertices of the sparse shape P . Let
(ai, bi, ci) be the barycentric coordinates of pixel i inside a triangle defined by
its three neighboring vertices of P . Then, its weight is computed as

ηi =
√
a2i + b2i + c2i , i ∈ Ωf . (12)

This suggests that the pixels corresponding to model vertices have the highest
weight of 1 while the weights decline towards the center of each triangular patch.
An illustration of the weights is given in Fig. 2(c), where bright pixels represent
large weights.

3.3 Energy Optimization

From the definitions of the energy functions in Eq. (7), it can be seen that
the overall optimization of U remains a convex task, for a given fixed prior
P . However, the optimization of the face model parameter set u might not be
convex since it involves rigid and non-rigid deformation. Therefore, to tackle the
global optimization task which includes both the depth U and the deformation
u recovery, we resort to a standard recursive alternate optimization process. In
other words, we will first optimize u while keeping U fixed, and then optimize
U for the fixed deformation u.

Specifically, we divide problem (7) into three well studied subproblems: depth
recovery, rigid registration, and non-rigid deformation. The subproblem of depth
recovery is solved with fixed u,

Û = argmin
U

Er(U) + λdEd(U) + λfEf (U). (13)

With U now fixed, the rigid registration between the shape prior P and the point
cloud U is solved by an ICP approach, while the non-rigid deformation of the
face model is found by solving

σ̂ = argmin
σ

Ef (σ), (14)

where σ represents the shape unit (SU) parameters of Candide model.
We here assume that the solution to (14) is only related to the sparse face

vertices P and is therefore independent of the interpolation process or the pixel-
wise weights. Therefore, the optimal σ can be obtained by solving

σ̂ = argmin
σ

∑
k∈Ωp

(R(p0(k) + S(k)σ) + t− V (k))
2
, (15)

where V represents the points in the input point cloud that correspond to the
model vertices. The correspondences are found by a point-to-point ICP. The
overall optimization procedure for solving (7) is summarized in Algorithm 1.
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ALGORITHM 1: The proposed solving procedures

Input: Color image I and its corresponding depth map Z of the user’s face, the
trade-off factors λd and λf , and the stopping thresholds ϵ1 and ϵ2.
Output: The refined depth map U and the model parameters u which consists
of rotation angles θ, translation vector t, and SU parameters σ.
Preparation:
Estimate the initial model parameters θ0, t0, and σ0 from I and Z;
Compute the weights ωi and ηi for each pixel i;
u0 ← [θ0, t0, σ

T
0 ]

T , σ1 ← 0, U0 ← Z, U1 ← 0, n← 1;
while not (∥σn − σn−1)∥22 ≤ ϵ1 and ∥Un − Un−1∥22 ≤ ϵ2) do

Un = argmin
U

Er(U) + λdEd(U) + λfEf (U, un−1);

Construct a point cloud from Un;
Solve ICP for θn (i.e. Rn), tn and the correspondences V ;
σn = argmin

σ
∥Rn(P0 + Sσ) + tn − V ∥2;

un ← [θn, tn, σ
T
n ]

T ;
n← n+ 1;

end

3.4 Implementation

The proposed guided depth recovery assumes starting with a roughly aligned
face model. To get this rough registration, several pre-processing steps are added
before solving the optimization problem (7), as shown in Fig. 1. For depth de-
noising, we use the baseline method [9] to reduce the noise of the input depth
map.

The preparation step shown in Algorithm 1 is a coarse-to-fine procedure.
In the coarse alignment, we use a classical face detector [30] to detect the face
and an ASM alignment algorithm [31] to extract 2D landmark points. After we
convert these 2D landmark points to 3D points according to the pre-processed
depth map, the SVD-based registration method [32] is used to roughly align
the Candide-3 model to the RGB-D data. An example of such coarse alignment
is shown in Fig. 3 (a). Then, in the refining alignment, the small set of corre-
spondences from the coarse alignment is used as regularization to the standard
point-to-plane ICP optimization [33]. In particular, we solve

min
R,t

∑
i∈Ωp

(
(Rp0(i) + t− d(i))

T
n(i)

)2

+ wa

6∑
j=1

∥Rp0(j) + t− d(j)∥2 (16)

to update rotation R and translation t, where d(i) is the correspondence from
the data point cloud for vertex p(i) and n(i) is the normal vector at d(i). The
first term in (16) is the point-to-plane distance function of all vertices of the 3D
shape; minimizing this energy function has the effect of sliding the wireframe
model over the surface of the data point cloud. The second term in (16) is the
point-to-point distance function of six anchor point pairs as in [29] with weight
wa, where the six anchor points are the six eye and mouth corner vertices of the
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Candide model, and d(j) are kept fixed as the six correspondences of eye and
mouth corners used in the previous SVD-based registration step. Minimizing
the second term helps prevent the shape model from moving away too much. At
the end, some heuristics on search for the corresponding nose and chin tips are
performed to estimate initial values of shape deformation parameters σ0 before
entering the main optimization loop. Fig. 3 gives an intuitive illustration for this
coarse-to-fine alignment.

Fig. 3. The coarse-to-fine face alignment. (a) The alignment after SVD-based pose
estimation. (b) The alignment refined by the point-to-plane ICP with regularization.
(c) and (d) The alignment after estimating initial shape deformation parameters.

4 Experiments

In this section, we conduct experiments to evaluate the performance of the pro-
posed method. We first use the BU4D Facial Expression Database [34] for quan-
titative evaluation. Considering that Kinect is the most popular commodity
RGB-D sensor, we add some Kinect-like artifacts according to [16] to the depth
maps generated from the BU4D database. By using synthetic data, we are able
to obtain the ground truth for quantitative evaluation. We also show qualitative
results on a real-world data captured by Kinect sensor 5.

4.1 Generating data sets for quantitative evaluations

According to [16], distance-dependent noise and quantization error are the two
main characteristics of the data captured by Kinect. We simulate these two arti-
facts in our experiments. In particular, the distance-dependent noise is computed
by

Z ′(i) = Z0(i) + n(i), (17)

where i stands for pixel index, Z0 is the depth map generated from the face
model, n(i) is a random sample of a Gaussian distribution N(0, cZ2

0 (i)), and
c = 1.43 × 10−5 is Kinect-oriented constant [16]. The quantization artifact is

5 More results can be found at http://www.ntu.edu.sg/home/asjfcai/
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(a) (b) (c)

Fig. 4. An example of adding Kinect-like artifacts. (a) The noise-free depth map. (b)
The depth map with distance-dependent noise. (c) The depth map with both noise and
quantization error.

simulated by quantizing the noisy depth map using quantization steps com-
puted from the camera parameters of Kinect. An example of adding Kinect-like
artifacts is shown in Fig. 4.

4.2 Quantitative evaluations

To show the effectiveness of our idea of utilizing the prior face information, we
compare the proposed method with the baseline method [9]. For a fair com-
parison, the parameters ls, lI , lz, and λd are set according to [9] for both the
proposed and the baseline methods. For the proposed method, we empirically
set ϵ1 = 0.5 and ϵ2 = 3. It should be noted that the proposed method is not
sensitive to these parameters because its performance will be similar when the
parameters change within a reasonable range. Considering that the reliability
of the input depth map decreases as the distance increases, we use a relatively
small value for λf at close distances, and a relative large value at far distances.
According to our experience, [0.1, 0.5] is a reasonable range of λf for the distance
between 1.2 m and 2.0 m.

BU4D database contains more than 600 3D face expression sequences. For the
evaluation of depth recovery, we re-render them as RGB-D data sets and only use
the frame of neutral expression because the action units are not considered in our
depth reconstruction task. Each depth map is rendered at four different camera
distances: 1.2 m, 1.5 m, 1.75 m, and 2.0 m. There are 220 sets of RGB-D data
with a neutral expression as the 1st frame, which are used in our experiments.

Fig. 5 shows the mean absolute error (MAE) of the recovered depth map
for each data set. Since we focus on face fidelity, the MAE is computed only
using the depth values inside the face region. It can be seen that, in most cases,
the proposed method achieves higher recovery accuracy compared to the base-
line method, which suggests that the face prior is helping the depth recovery.
Fig. 6 gives a representative comparison between the baseline and the proposed
methods. In Fig. 6 (a) and (b), we color the differences between the recovered
depth maps and the ground truth, where dark blue represents small difference
and other colors represent large differences. It is shown that the baseline method
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Fig. 5. The depth MAE results on data sets rendered at different camera distances,
(a) 1.2 m, (b) 1.5 m, (c) 1.75 m, and (d) 2.0 m.

cannot well handle the case of rich texture. Some large errors around the eyes’
region are good examples for this case. In contrast, the face priors used in the
proposed method can reduce such artifact and thus leads to higher recovery qual-
ity. In Fig. 6 (c), we use the light blue color to represent the region where the
proposed method achieves higher recovery quality, and yellow color to represent
the region where the baseline method is better. The case shown in Fig. 6 (c)
is representative for most data sets. Therefore, the proposed method generally
achieves higher recovery quality compared to the baseline method.

Besides the recovery error, we also evaluate the registration accuracy. To get
the reference registration and shapes, we fit the 3D face model to noise-free data.
The face model is also fitted to the depth maps obtained by different methods.
We then compare the fitting result with the reference registration. A visual
comparison between the registration results is shown in Fig. 6 (d)-(f). Fig. 7
gives more visual comparisons. We can see that the proposed method produces
a more accurate face registration compared to the baseline method, especially
in the eyes’ region and around the face boundary.

Quantitative evaluations of the depth quality and registration accuracy are
shown in Table 1. Besides the mean MAE for the recovery error, three metrics
are used to compute the registration error. The 2D translation error is the 2D
Euclid distance between the center of the fitted face model and the center of the
reference model in the image plane. After aligning two 2D face models by aligning
their centers, we compute the mean distance between the 2D landmarks of the
fitted model and that of the reference model and denote it as 2D landmark error.
The 3D shape error is computed by scaling the difference between 3D models, i.e.,
err3D = ∥Pfit−Pref∥/NM , where Pfit is the model that fits to the recovered depth
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(a) Baseline (b) Ours (c) Comp. (d) Baseline (e) Ours (f) Ref.

Fig. 6. Representative results of depth recovery and face registration. (a) The difference
map for the result of the baseline method, where dark blue represents small errors and
light blue represents large errors. (b) The difference map for the result of the proposed
method. (c) The comparison between the baseline and the proposed methods. The light
blue color indicates the region where the proposed method achieves lower recovery error
and the yellow color indicates the region where the baseline method is better. (d) The
registration result of fitting the model to the depth map recovered by the baseline
method. (e) The registration result of the proposed method. (f) The registration result
of fitting the model to the noise-free depth map, which is used as the reference.

(a) Baseline (b) Ours (c) Comp. (d) Baseline (e) Ours (f) Reference

Fig. 7. Representative results of depth recovery and face registration on the datasets
rendered at 1.75 m. For the depth recovery results, the baseline method produces
some severe recovery error around the eyes and the nose, while the proposed method
can effectively reduce the noise in these regions. For the face registration results, the
proposed method produces a better fitting around the face boundary compared to the
baseline method.

map and Pref is the reference model that fits to the noise-free depth map. It can
be seen that the proposed method achieves an improvement of recovery accuracy
up to 15.1%, and the improvement of recovery accuracy exhibits a generally
increasing trend with the distance. This is because the quality of the input
depth map keeps decreasing with the increase of the distance and the baseline
method only uses the input depth map as the data term. The improvement of
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Table 1. Quantitative evaluations of the proposed method using 4 metrics. The results
obtain by the baseline and the proposed methods are separated by “/”. The improve-
ment of the proposed method over the baseline method is shown in percentages.

Dataset Mean depth MAE 2D translation error 2D landmark error 3D shape error

1.20 m 3.33 / 2.97 (10.8%) 0.75 / 0.59 (21.3%) 1.17 / 1.02 (12.8%) 2.24 / 1.87 (16.5%)

1.50 m 3.76 / 3.29 (12.5%) 0.52 / 0.44 (15.4%) 0.99 / 0.85 (14.1%) 2.30 / 1.93 (16.1%)

1.75 m 5.58 / 4.79 (14.2%) 0.54 / 0.44 (18.5%) 1.07 / 0.89 (16.8%) 2.60 / 2.02 (22.3%)

2.00 m 7.04 / 5.98 (15.1%) 0.57 / 0.46 (19.3%) 1.09 / 0.93 (14.7%) 3.03 / 2.46 (18.8%)

(a) 1.50 m

(b) 1.68 m

Fig. 8. The results on real Kinect data of a mannequin, which are shown in both 2D
and 3D. In each figure, the result of the baseline method is on the left-hand side, while
the result of the proposed method is on the right-hand side.

the proposed method in registration accuracy is also significant, up to 22.3%. It
indicates that a better recovered depth map is helpful for the face alignment.

4.3 Experiments on real data

For the experiments on real data, we use Kinect to capture several RGB-D
frames of a mannequin and a male subject at distances ranging from 1.0 m to
2.0 m. The results of the proposed and the baseline methods are then visually
compared because we do not have the true face geometry.

Fig. 8 shows the registration (red wireframe) and depth recovery (white
cloud) results of the mannequin at distances 1.50 m and 1.68 m. Fig. 9 shows
some similar results for the male subject. It is shown that the proposed method



14 C. Chen, H. X. Pham, V. Pavlovic, J. Cai, and G. Shi

(a) Baseline / Ours (1.6 m) (b) Baseline / Ours (2.0 m)

Fig. 9. The results on real Kinect data of a male subject.

clearly outperforms the baseline method. The depth maps in these tests were
captured at a relatively large distance from the sensor and, as a consequence,
using the baseline alone is insufficient to reconstruct the depth maps properly.
Specifically, the depth maps recovered by the baseline method are flat on the
upper half of the face in Fig.8, mainly at the forehead and noseline areas. On the
other hand, the proposed method guided by the face prior is able to reconstruct
more reasonable depth maps in those areas, which, e.g., follows the natural shape
of a forehead. This also affects the final registration quality, although to a some-
what lesser extent than in the BU4D synthetic data. We attribute this to the
discrepancy between the depth noise model used in BU4D experiments and that
in the real data, as well as the additional noise in the color/texture channels.

5 Conclusion

The major contributions of this paper are twofold. First, we introduce the idea
of using face priors in depth recovery, which has not been studied in literature
before. Second, we formulate the problem as a joint optimization and develop an
effective solution for it. Experimental results on a benchmark dataset show that,
despite the coarse and sparse face prior model, properly taking into account the
face priors brings in up to 15.1% of improvement in depth quality, which can
be essential for applications such as 3D telepresence and teleconference. It can
be expected that more accurate face priors will bring in more improvements.
Moreover, the proposed method also leads to better registration accuracy, up to
22.3% of improvement, suggesting that the proposed method can also help other
RGB-D face analysis tasks such as face tracking.
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